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1 Course Objectives

The objectives of the course are to present the theoretical and engineering as-
pects of search engine technology. The course will cover the data structures
and algorithms that are in use in the major components of large scale search
engines, as well as characteristics and attributes of the Web corpus and search
engine users. Students of the course should exit it with an understanding of
both the machinery and ecosystem of search engines.

2 Intended Audience and Prerequisites

The course’s intended audience includes 4’th year BSc students and graduate
students. Its prerequisites are as follows:

• Basic course in Algebra (e.g 104167)

• Basic course in Probability (e.g. 094412)

• Basic course on Data Structures (e.g. 234218)

• Basic course on Algorithms (e.g. 234247)

While the formal prerequisites may be satisfied by 3rd year students, the course
requires some mathematical and analytical maturity that 3rd year students
typically lack. In particular, basic understanding of stochastic processes (e.g.
as taught in 094314 or 044202) is highly recommended.

3 Course Structure, Grading and Syllabus

The course consists of 14 weekly lectures (2 hours) and tutorials (1 hours),
and is divided into 5 main parts. Grading is based on three regular homework
assignments, one of which involves programming, and a final assignment of
larger scope that may also involve programming. Some assignments or portions
thereof are submitted in pairs, and some are submitted individually.
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3.1 Introduction to Search Engines and Information Re-
trieval

This part is based on overview papers [20, 7] and textbooks [62, 12, 53]. A first
(dry) homework assignment will be given after this part.

Week Lecture Tutorial
1 Course outline, popular introduc-

tion to search engines, technical
overview of search engine compo-
nents

Introduction to Information Re-
trieval: Boolean model, vector
space model, TF/IDF scoring

2 Probabilistic IR, Neyman-
Pearson Lemma

Language models in Information
Retrieval

3.2 Inverted Indices

Week Lecture Tutorial
3 Basics: what is an inverted in-

dex, how is one constructed ef-
ficiently, what operations does it
support, what extra payload is
usually stored in search engines,
the accompanying lexicon

B-Tree lexicon, Min-Heap [30]

4 Query evaluation schemes: term-
at-a-time vs. doc-at-a-time,
result heaps, early termina-
tion/pruning, WAND [22]

Identification of near-duplicate
pages [25]

5 Index compression [63, 6] and
document reordering [61, 65]

The Apache Lucene search li-
brary (prerequisite for home-
work)

6 Distributed index architectures:
global/local schemes [7, 55, 26],
combinatorial issues stem-
ming from the distribution of
data [49], the Google cluster
architecture [14]

A second (wet) homework assignment will be given after this part, involving
changes to Apache Lucene.
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3.3 The Web’s graph and Link Analysis

Week Lecture Tutorial
6 Web graph structure: power

laws [56], Bow-tie structure [23],
self-similarity [32]

7 Link Analysis basics: Google’s
PageRank [20], Kleinberg’s
HITS [42], with some quick
overview of Perron-Frobenius
theory and ergodicity [35]

Topic-sensitive PageRank [38],
SALSA [48]

8 Stability and similarity of link-
based schemes [58, 19, 28, 18, 51],
the TKC Effect [48]

Evolutionary models of the Web
graph [43, 46]

3.4 Infrastructure Beyond the Index

Week Lecture Tutorial
9 Crawlers - purpose and architec-

ture [40, 47], optimizing crawl
order [29, 64, 57], computa-
tion of importance metrics during
crawl [1]

Bloom Filters [24]

10 Effective caching and prefetching
of query results [54, 50, 49, 11, 9,
33]

A third (dry) homework assignment will be given after this part.

3.5 Users and Advertising

The computational advertising tutorials and lectures will be based on the pi-
oneering course on this subject taught at Stanford University, http://www.

stanford.edu/class/msande239/.
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Week Lecture Tutorial
10 Computational advertising:

models and definitions. CPM,
CPC, CPA; sponsored search
(adwords), content match (ad-
sense), display advertising

11 Computational advertising: auc-
tion mechanisms [59, 3, 34, 60]

Computational advertising
(TBD)

12 Mining and tapping implicit user
generated content [4, 17]

Query log analysis [21, 39, 8, 41]

13 Task Completion and Search As-
sistance - from spell corrections
and simple shortcuts to rich me-
dia, mashups, query completions
and facets [27, 16, 13]

Query suggestions [17, 10, 66, 15]

14 The Long Tail [5], recommender
systems and collaborative filter-
ing [2, 44, 52, 36]

Context-aware search and user
modeling [45, 37]

A fourth homework assignment will be given after this part, also covering
the Map-Reduce framework [31].
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